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Selection

e The training tools
e The inference tools

e The devices

e The APl versions




ONNX; the old way! We use what we know best and, at
the end, we try to optimize it:

cloud app / service

cloud / on-premise server
offline device

etc.




The right way

A lot of things need to be selected in
advance.
Checking them at the end could be

too late :(




Know your tool O PyTO rch

Adding support for operators

When exporting a model that includes unsupported operators, you’ll see an error message like:

RuntimeExrror: ONNX export failed: Couldn't export operator foo



Know your tool O PyTO rch

Avoiding Pitfalls &

Avoid NumPy and built-in Python types

PyTorch models can be written using NumPy or Python types and functions, but during tracing, any variables of NumPy or
Python types (rather than torch.Tensor) are converted to constants, which will produce the wrong result if those values
should change depending on the inputs.



Know your tool
ONNX Optimizer

Note that you need to install protobuf before building from source.

-) [Feature] Separate graph rewriting and con-
Roadmap stant folding #9

For op fusion (like the fusion of conv and bn)

« Command-line API (e.g. python3 -m onnxoptimizer model.onnx output.onnx ) we have implemented a "small onnxrunt
» More built-in pass

« Separate graph rewriting and constant folding (or a pure graph rewriting mode, see issue #9 for the details)

Relevant tools



ONNX
Know your tool RUNTIME

ONNX Runtime quantization on CPU can run U8US8, U8S8 and S8S8. S8S8 with QDQ is the default
setting and balances performance and accuracy. It should be the first choice. Only in cases that the
accuracy drops a lot, you can try USUS. N CRGEIET RN N o] oI 1 (el V1| § o TR e TR T Bt (SR 7 M U 1
and should be avoided in general. ONNX Runtime quantization on GPU only supports S8S8

WHEN AND WHY DO | NEED TO TRY U8U8?
On x86-64 machines with AVX2 and AVX512 extensions, ONNX Runtime uses the VPMADDUBSW
instruction for U8S8 for performance. This instruction might suffer from saturation issues: it can

happen that the output does not fit into a 16-bit integer and has to be clamped (saturated) to fit.
Generally, this is not a big issue for the final result. However, if you do encounter a large accuracy
drop, it may be caused by saturation. In this case, you can either try reduce_range or the U8U8
format which doesn’t have saturation issues.

There is no such issue on other CPU architectures (x64 with VNNI and ARM).



ONNX

Know your tool RUNTIME

ONNX Runtime quantization on CPU can run U8BUS8, U8S8 and S8S8. S858 with QDQ is the default
setting and balances performance and accuracy. It should be the first choice. Only in cases that the
accuracy drops a lot, you can try USUS. Note that S858 with QOperator will be slow on x86-64 CPUs
and should be avoided in general. ONNX Runtime gquantization on GPU only supports S8S8.

WHEN AND WHY DO | NEED TO TRY U8U8?
On x86-64 machines with AVX2 and AVX512 extensions, ONNX Runtime uses the VPMADDUBSW

instruction for U8S8 for performance. PSS Q= Gl SN EIR il K= 1T el (o NS TR feE )
happen that the output does not fit into a 16-bit integer and has to be clamped (saturated) to fit.

enerally, this is not a big issue for the final result. However, if you do encounter a large accuracy
drop, it may be caused by saturation. In this case, you can either try reduce_range or the USU8
‘ormat which doesn't have saturation issues

There is no such issue on other CPU architectures (x64 with VNNI and ARM).



Solution

&

Check the ONNX doc and the ONNX
options of your frameworks, before...
Be happy, later ;)

ai.onnx (default)
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